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Abstract 
 

The Pilot Training Next (PTN) program graduated its first class of pilots in August 2018.  

The pilots went through an experimental course which questioned the traditional paradigm the 

U.S. Air Force used for pilot training over the course of the last 70 years, with the use of virtual 

environments, biofeedback, artificial intelligence, and a wholesale re-invention of the model.  

However, one aspect lacking in the PTN program was the absence of interaction with the aircraft 

in the virtual environment.  This paper examines the Simpson’s 1966 model of the psychomotor 

domain of Bloom’s Taxonomy through proprioception (sense of one’s own bodily positions and 

motions) and kinesthesia (the human sense of position and movement) in relation to how 

students learn.  It also looks at the benefits and drawbacks of hand and finger tracking and haptic 

feedback (human interaction with the external environment though the touch), including possible 

technical solutions for each.  Finally, it recommends incorporating both into the PTN program 

and research the possibility of incorporating the PTN concept in other Major Weapon System 

(MWS) training programs. 
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Introduction 

The Pilot Training Next (PTN) program graduated its first class of pilots in August 

2018.1  The pilots went through an experimental course which questioned the traditional 

paradigm the U.S. Air Force used for pilot training over the course of the last 70 years, with the 

use of virtual environments, biofeedback, artificial intelligence, and a wholesale re-invention of 

the model (i.e. as many ‘reps’ as the student would like) were primary features of the program.  

All as a way to address the problem of the current U.S. Air Force pilot shortage by producing 

pilots faster while expending less resources.2  This was a watershed event for the U.S. Air Force, 

by producing pilots in only six months, versus the traditional 12-month timeline.3  However, one 

thing lacking in the PTN program was the absence of interaction with the aircraft in the virtual 

environment, beyond Hands-On Throttle and Stick (HOTAS) inputs being virtually portrayed, 

because the lack of any type of hand and finger tracking and the environment not being 

programmed so the pilots could interact with virtual aircraft’s switches, knobs, buttons, rotary 

dials, circuit breakers, etc.   

So, it begs the question, as efficient as the program seems to be, can the training be 

improved to produce a better product, specifically, will incorporating hand and finger tracking 

and haptic feedback into the virtual environments make the training more effective?  This paper 

will delve into the benefits and downfalls of hand and finger tracking and haptic feedback in 

virtual environments, specifically focusing on the PTN program, using the ideas of 

proprioception and kinesthesia to support learning in the psychomotor domain of Bloom’s 

Taxonomy.  Furthermore, we will discuss possible technical solutions for incorporating the 

tracking and feedback into the PTN program, and finish with some recommendations of whether 

hand and finger tracking and haptic feedback should be incorporated into the PTN program. 
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Background 

The Pilot Training Next (PTN) program was based off the research conducted by two 

students at Air Command and Staff College in 2017, with the final results published in April 

2018.4  The premise behind the paper was to take a new look at applying the Targeted Learning 

Systems Theory (TLST), “a mixture of educational structures, learning theories, and 

technologies”, to training programs within the Air Force, specifically Undergraduate Pilot 

Training (UPT).5  Their focus was to take the TLST and challenge the traditional UPT training 

paradigm, a very regimented 49-week program consisting of academics, aircraft simulators, and 

flying about 300 hours in two different aircraft with a very specific order to the training.  This  

has been the way the U.S. Air Force has trained pilots for over 70 years, in order to produce 

pilots faster thus increasing production throughput to help remedy the pilot shortage the U.S. Air 

Force is currently experiencing6.  The study was funded and sponsored by Air University, and 

completed subjects were tested over a 1-week period at Columbus AFB, Mississippi, using the 

actual T-6A simulator (Figure 1) and the purpose-built Adaptive Flight Trainer (AFT).7  The 

study concluded that by spending time flying an aircraft 1.5 hours in a Virtual Reality Learning 

Environment (VRLE), the AFT, it improved the subject’s ability to fly in an actual simulator.8  

The study also showcased the TLST could possibly “reduce costs, adapt to new requirements, 

and create clarity from complexity from students.”9  For comparison, the total cost of the AFT 

was approximately $6,00010 where the cost per T-6A aircraft is $4.27 million11 and an additional 

$1,303 per hour to operate the T-6A.12  Their research was fed directly into the PTN program as 

a baseline for their operations.13 
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Figure 1: T-6A Texan II Simulator14 

The first class graduated the PTN program in August of 2018, and became fully 

accredited USAF pilots in six months15: under half the time it takes with the traditional UPT 

training program.16  The training program consisted of time spent in the Virtual Reality (VR) 

flight trainer (Figure 2) and flying in an actual T-6A, while it completed all the same training 

objectives in a traditional UPT program syllabus.  The students conducted training in basic 

contact flying procedures, instrument flying, formation, and then some more specific Combat Air 

Forces or Mobility Air Forces training after they were paired according to their abilities around 

the 4-month point.17  The training was not necessarily in a specific building-block fashion as in 

the traditional UPT program syllabus.18  One example of this is the students were flying 

formation on their third flight in the aircraft, where it would take several months before they 

would do this in the traditional UPT syllabus.19  Additionally, the VR flight trainer devices were 

available to the student pilots when they were on their own personal time, at a 2:1 ratio of 

students to training devices.20  This additional access allowed the students to have extra time in 

the VR environment to practice what they had learned in the formal PTN syllabus, just as 

traditional UPT students would utilize a paper cutout taped to a wall to chair fly, “a visualization 

technique in which a student imagines executing a series of tasks from a desk chair, to introduce 
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initial flight concepts.”21 However, VR provides visual reactions to student control inputs 

including adding power and seeing gauges move and hearing engines spool up, or pulling back 

on the stick and seeing the horizon drop, unlike chair-flying where you have to imagine the 

reaction to imaginary inputs, shown in Figure 3.   

 
Figure 2: VR Flying Trainer22 

 
Figure 3: Chair Flying23 

The benefits of the PTN program is definitely clear, as the students could fly almost 90% 

of their first aircraft sortie compared to about 10% in a traditional UPT sortie,24 and they were 

able to solo on their seventh to eighth ride compared to their 13th or 14th.25  PTN  began their 
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next class in January 2019 using the lessons learned from the first iteration by “learning from 

those failures, tweaking the processes, and ultimately improving the learning environment.”26  

One drawback to the current program is the lack of hand and finger tracking and haptic feedback 

in the VR flight trainers.27  In UPT, students spend many hours in a traditional simulator, 

learning the switchology, “the setting of switches on panels”,28 of the aircraft.  This is not done 

currently in the VR flight trainers at PTN because the fidelity of the aircraft models in the VR 

flight trainer is not detailed enough to interact with the switches and buttons and there is no use 

of hand and finger tracking in the program.29  An example is the Go For Launch: Mercury 

simulation where you control switches in the Mercury space capsule, but have a hard time 

actually determining where the controls are dues to the low fidelity simulation and there is no 

haptic feedback associated with the switches.  These omissions limit the level of training that 

could be accomplished in the VR flight trainer, as the muscle memory and limb awareness 

associated with moving switches and pressing buttons in the aircraft is an important part of the 

learning process.  This muscle memory as we call it, has its basis in a few different ideas of 

learning theories, specifically the psychomotor domain through proprioception and kinesthesia. 

The psychomotor domain is one of three domains listed under the Bloom’s Taxonomy, 

along with the cognitive and affective domains.30  The psychomotor domain consists of actions 

that “emphasize some muscular or motor skill, some manipulation of material and objects, or 

some act which requires a neuromuscular coordination.”31  In 1971, Simpson developed one of 

three classifications for the psychomotor domain, and her descriptions best suit the importance of 

bringing in finger and hand tracking and haptics into the virtual environment.  Simpson’s 

original levels of learning are perception, set, guided response, mechanism, and complex overt 

response from her 1971 study, with the recommendation for further study into a possible sixth 
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level, shown in Table 1.32  The lowest level is perception:  “the process of becoming aware of 

objects, qualities, or relations, by the way of the sense organs” and “it is the central portion of the 

situation-interpretation action chain leading to purposeful motor activity.”33  Next, set “is a 

preparatory adjustment or readiness for a particular kind of action or experience.”34  Thirdly, 

guided response “is the overt behavioral act of an individual under the guidance of the 

instructor.”35  Mechanism is when the “learned response has become habitual.”36  Finally, 

complex overt response is when “the individual can perform a motor act that is considered 

complex because of the movement pattern required”, “a high degree of skill has been obtained”, 

and “the act can be carried out smoothly and efficiently, that is, with minimum expenditure of 

time and energy.”37  The virtual environment can allow subjects to practice the skills necessary 

to achieve the different levels of Simpson’s psychomotor domain classification, similar to the 

current UPT and other U.S. Air Force Major Weapon System (MWS) training programs.  While 

the psychomotor domain is the overall learning theory, this paper will focus more specifically on 

principles of proprioception and kinesthesia. 
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Category or 'level'  

 

Behavior descriptions  

 

'Key words' (verbs which 

describe the activity to be 

trained or measured at each 

level)  
 

Perception  

 
awareness  

 

recognize, notice, touch, hear, 

feel, choose, describe, detect, 

differentiate, distinguish, 

identify, isolate, relate, select  
 

Set  

 
readiness  
 

arrange, prepare, get, begin, 

display, explain, move, proceed, 

react, show, state, volunteer  
 

Guided Response  

 
attempt  
 

imitate, try, copy, trace, follow, 

react, reproduce, respond  
 

Complex Overt Response  

 
expert proficiency  
 

coordinate, fix, demonstrate, 

calibrate, construct, dismantle, 

display, fasten, fix, grind, heat, 

manipulate, measure, mend, 

mix, organize, sketch  
 

Table 1 – Simpson’s 1966 Model of the Pyschomotor Domain38 

According to Bales, proprioception is the “sense of one’s own bodily positions and 

motions.”39  It is the ability to determine where your limbs are without physically seeing their 

specific location, or more importantly the awareness of one’s limbs in a space.  Also, Bales states 

that proprioception provides “information on body forces and motion through muscles, tendons, 

and joints.”40  An example of proprioception is the classic roadside sobriety test, where you close 

your eyes and must touch the tip of you index finger to the tip of your nose.41  Even though this 

is a non-standard field sobriety test because officers can’t determine why the subject is unable to 

perform the maneuver, the subject must be aware of the movement and placement of their arm 

all the way through their index finger to accomplish this effectively. 

Kinesthesia is often used as a synonym for proprioception, but it is a distinct and separate 

idea and defined by Avizzano et al. as “the human sense of position and movement, which is 

created from proprioceptive cues arising from the receptors in the muscles and joints.”42  
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Although they sound the same, the focus of kinesthesia is the actual movements of the muscles 

and not so much the awareness of the actual position in space.  Kinesthesia research shows that 

humans have an uncanny ability to remember positions of their limbs for long periods of time.43  

Also, surgical studies show kinesthetic training helps students learn complex motor skills by 

physically performing the motions, because it creates the muscle memory needed making it 

automatic.44 

Hand/Finger Tracking 

In virtual reality currently, hand tracking is done with various types of controllers, which 

present a model of where your hand should be.  The controllers also give you the option to point 

or grasp an object by pressing buttons on the controller for controlling the fingers as a group, but 

not individually.  While this mimics the movement and position of your hands and fingers, they 

are not actually tracked, thus making the movements still a very mechanical representation and 

not very smooth.  This basic level of involvement fills the need in most situations currently, 

because it is very hard in practice to get accurate hand and finger tracking in a virtual 

environment due to limitations in technology and the complexity of the hand and fingers.  Hand 

and finger tracking, with all the different joints involved and multiple planes of motion occurring 

at the same time, is a challenging technological problem to solve.  A 2016 study by Abraham et 

al. identified “the fast motion, lack of visible textures, and severe self-occlusions of finger 

segment,” which make tracking the hand and individual fingers difficult.45 

One benefit of having hand and finger tracking in a virtual environment is the increase in 

immersion and the greater feeling of presence individuals have in the environment.  Immersion 

and presence are two terms which are common to the virtual reality world but need some 

defining to understand them better.  Kim et al. defines immersion as the ability for a user to 
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experience the environment in which virtual reality is placing them in and stimulates emotions in 

the user, so they feel what they would in the real world.46  Per Chertoff and Schatz, there are 

many different definitions of what presence actually is, and no one can come to an agreement on 

just one definition,47 but they define presence as “that human–computer je ne sais quoi that 

theoretically enhances the intended outcome of a system.48  In other words, the act of being there 

in a virtual environment is the same as being there in a real-world environment.  The best virtual 

environments give users both immersion and presence as if they were in the real-world place and 

time specified by the virtual environment. 

There are a few studies which show having better visual tracking increases a user’s 

immersion and presence in a virtual environment.  Menelas and Benaoudia referenced that vision 

dominates the other sensory channels in spatial perception, so having accurate hand and finger 

tracking makes the environment that much more real to the user.49  They also stated that an 

increase in visual tracking makes the implementation of haptics even more effective as it relates 

to not only to the visual picture but gives you an associated feel that goes along with this, thus 

increasing psychomotor learning.50  Kim et al. concluded without accurate visual tracking, there 

is less presence felt in the virtual environment, which induces less concentration in the user for 

completing tasks.51  Sheets et al. supposes a student pilot’s act of chair-flying, defined as “close 

their eyes and visualize all the steps and actions they would take to execute a training 

maneuver”, improves the kinesthetic performance because it speeds up the preparatory planning 

stages prior to taking an action, thus increasing the learning objective.52  This increased 

immersion and presence can make switchology in the cockpit easier to learn in the virtual 

environment as the student will learn through proprioception and kinesthesia, as well as how to 

orient themselves in the space provided in the aircraft because the interaction with the switches 
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can be visualized.53  The better feel of immersion and presence can help the students raise the 

level of learning to the complex overt response level in the psychomotor domain. 

The benefits of visual tracking of the hand and fingers are very apparent, but there are 

limitations to implementing this, as the accuracy of the hand and finger tracking and the accuracy 

of the interaction with the virtual model must both be very good.  The initial Sheets and Elmore 

study, conducted for PTN, found that the hand and finger tracking was difficult using the Leap 

Motion (discussed in a  later section) tracking system because it would lose the lock on the hand 

when the hand was not in the sensor’s field of view.54  This was also shown when PTN was 

starting their first class as the Leap Motion system was unable to detect the twisting of a knob in 

the virtual environment, and it also dropped the tracking of the hands when they were not in the 

sensor’s field of view.55  Although with a different system, Abraham et al. ran into issues with 

tracking the hand due to its complexity as well as “lighting conditions, skin color detection, rapid 

hand motion, and self-occlusions.”56  Additionally, the virtual environment must be accurate 

enough to produce realistic switches and subsequent effects, so the user can accurately maneuver 

to interact with the switches.  If not, Oberhauser and Dreyer propose that task completion takes 

much longer, and you lose out on the kinesthetic and proprioceptive learning because the 

movements and limb awareness are different that the real-world.57 

Haptic Feedback 

The word haptics was first introduced in 1931 and is derived from the Greek words 

haptikos, meaning “able to touch”, and haptesthai, meaning “able to lay hold of”.58  Today, 

haptics relates to “the study of touch and the human interaction with the external environment 

though the touch.”59  The sense of touch is developed and explored at an early age in human 

development, and as early as 5 months old, babies are placing items in their mouth to get the 
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sense of what they feel like and to gain an understanding of the environment around them.60  

This continues and develops as we get older and we continue to use haptics to serve as a 

“window into our representations in memory.”61  The sense of touch “is a critical factor in how 

people physically perceive and feel the world around them.”62  In relation to virtual reality, 

haptics are interface devices which provide either force feedback (simulating object hardness, 

weight, and inertia) or tactile feedback (simulating surface contact geometry, smoothness, 

slippage, and temperature).63  It involves active touch in the virtual environment, defined by 

Minogue and Jones as deliberately choosing “his or her actions in the exploration and 

manipulation of an object.”64 

Without haptic feedback, any interaction in the virtual environment will lead to a gap 

between the virtual environment and physical world which is crucial to ensuring the virtual 

environment will be an effective training platform for the pilot training students.65  Menelas and 

Benaoudia referenced that by incorporating haptic feedback into simulations, it allows the 

simulation to be more realistic and the user to feel a more efficient level of involvement in the 

simulation.66  PTN already utilizes haptic feedback in their virtual environment, but it is not 

through the use of the models themselves, but through physical mockups of the throttle, stick, 

and rudder pedal setup in the VR flight trainer.67  The actual controls provide tactile feedback as 

well as proprioceptive and kinesthetic learning as the students learn how much motion, input to 

the physical aircraft controls, translates into control of the aircraft, and how they are represented 

spatially in a physical T-6A cockpit.  This is invaluable to ensuring the student pilot retains the 

physical movements that directly translate into flying the aircraft and is one of the main purposes 

for having a simulator or a VR flight trainer.   
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There is a benefit to having more haptic feedback built into the VR flight trainer.  It is an 

increased level of motor skills training, because it provides a fully virtual cockpit where you can 

push buttons and flip switches.  Dargar et al. purports it provides a more realistic setting, so 

students can learn by performing these actions at a slower pace, instead of having to do this 

training in the actual aircraft.68  One part of this cements the physical movements into muscle 

memory and allows the student to learn the proper sequence of steps in the checklists, because of 

the ease of gaining repetition in the virtual simulation, thus enabling proprioceptive and 

kinesthetic learning at the complex overt response level of the psychomotor domain.69  Menelas 

and Benaoudia’s research, from the medical field, show that haptic feedback improves the 

usefulness of virtual training, increasing both a surgeon’s proficiency and their confidence in 

performing surgical procedures.70  Using laparoscopic surgery as an example, it showed that 

without haptic feedback in a virtual environment, the level of performance was limited compared 

to the group which had haptic feedback, and also improved surgeon’s cataract performance by 

32%.71  Additionally, Döor et al. supposes the lack of haptic feedback increases the time it takes 

pilots to accomplish tasks in a virtual environment.72  The repetition also enables movements to 

become automatic instead of having to physically think about them, getting to the automatic 

response subset of the complex overt response classification suggested by Simpson.73  The 

benefit of the motions being automatic is it shifts the processing from the cognitive level, thus 

speeding up the actual motions and allowing more of the mind’s processing time to be devoted to 

something else and helps the student pilot by reducing the amount they are affected by 

distractions and interruptions.74  

Another aspect of haptics is the Just Noticeable Difference (JND), also known as Weber-

Fletcher Law, which “is a measure of the minimum difference between two stimuli which are 
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necessary in order for the difference to be distinguishable.”75  JND is used in haptics to describe 

the amount of force or level of feedback which is discernable by the individual, and the level is 

not the same between different individuals.76  These feedback levels are important because they 

can help determine the haptic feedback device needed in a virtual environment, which is 

discussed later in the paper.  Additionally, with having a fully detailed virtual environment, the 

usability of the switches and buttons in the cockpit greatly decrease if the right amount of haptic 

feedback associated with each of the features is not there, thus decreasing feeling of presence and 

the potential learning. 

With all the learning upsides to including haptics in a virtual environment, there are some 

downsides to doing this.  With regards to applying haptics to the PTN program, the fidelity of the 

aircraft models in the VR flight trainer needs to be increased, because overall today’s virtual 

reality systems are not designed for detailed, fine-tuned tasks.77  The VR flight trainer is limited 

in what it provides, with regards to a real cockpit, with just the stick, throttle, and rudder pedals, 

with everything else being in the virtual environment.78  The students can see and read the 

gauges and instruments, but cannot interact with anything else in the virtual environment.  The 

models used will need to be developed with much higher precision, regarding the placement of 

all the buttons and switches, but will also need the various buttons and switches to function with 

the corresponding actions for each individual item.  The increase in fidelity has a greater cost 

associated with it, because of the level of detail needed to program the model.79  Additionally, 

the Alessi hypothesis suggests that at some point the increase in fidelity of the model does not 

have any benefit in training at all, so you can go all out making the perfect virtual model, but in 

fact there could be something much less perfect that accomplishes all of the training objectives.80  
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Dargar et al. also concludes that for novice learners, the lower fidelity may actually work better 

because the complexity of the model itself does not compete for the learner’s attention.81 

Another downside to haptics is the greater amount of feedback, in relation to the real-

world, the size of the haptic devices must increase.  Depending on the level of feedback required, 

haptic devices can range from just fingertip devices to major exoskeletons which encompass the 

entire hand and forearm.  Point-based devices provide some sort of tactile feedback,82 usually in 

the form of a vibration, where the exoskeleton could provide force-feedback and tactile 

feedback,83 because the exoskeleton realistically simulates the muscular resistance you would 

feel when manipulating objects. 

The benefits and downsides are clear, but without accurate visual tracking of the hand 

and fingers, haptics just add confusion to the interaction in the virtual environment.  According 

to Kim et al., the lack of haptics, when a subject is interacting in the virtual environment, can 

lead to a gap between the environment and the real-world, but having haptics increases the 

subject’s sense of presence and immersion reducing the perceived gap.84  Additionally, 

Oberhauser and Dreyer found that interacting with individual switches can be a challenge 

without haptics, as the subject can see the interaction with the switch but receives no feedback 

from the action.85  So, there is no reinforcement of the motion, making the usability 

challenging.86   

When you add haptics to visual tracking of the hand and fingers, the benefits are very 

clear.  Menelas and Benaoudia purport haptics can strengthen the information provided by the 

visual channel, by reinforcing the feedback mechanism provided to the subject.87  Furthermore, 

Kim et al. show that including haptics with the visual tracking provides higher presence and 

immersion when interacting with objects in a virtual environment because of the subject’s 
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increased concentration levels.88  The haptic feedback also increases the subject’s limb 

awareness, because of the spatial perception associated with receiving the haptic feedback during 

interactions with the virtual environment, per Menelas and Benaoudia.89 

Possible Solutions 

Haptic feedback with hand and finger tracking technology is coming of age.  There are 

numerous solutions on the market and some currently in development which provide simple 

vibration, via fingertip thimbles, to full-fledged force feedback on every single joint in the 

fingers and hand, via exoskeletons, and can incorporate hand and finger tracking within the 

devices or they can be separate.90  The biggest question is what is the right type of technology to 

utilize which fits within the constraints of the PTN program?  One drawback of the PTN program 

is the student pilots perform many complicated maneuvers with their hands, interacting with the 

throttle, control stick and instrument panel, all in a limited amount of space inside the T-6A 

cockpit.  This limits the type of devices to ones that are not too bulky for the student pilot to 

wear because according to Pacchierotti et al., the wearable device should be “small, easy to 

carry, comfortable, and it should not impair the motion of the wearer”91, which eliminates almost 

all exoskeletons, and pushes more towards a fingertip device or a traditional glove-type device. 

A fingertip device normally needs a separate tracking system because of the need to place 

the wireless transmitter, feedback mechanism, and power source in a small form-factor on the 

fingertip, per Perret and Vander Poorten.92  There are numerous fingertip devices on the market, 

but they can be bulky on the end of the fingertips and could limit motion93, which may not meet 

the needs of the PTN program because of the bulkiness.  Kim et al. developed a device for their 

research based on an Arduino circuit board and a Bluetooth transmitter, with vibration and 

thermal feedback located in the finger tip for under $33, but it needed the Leap Motion tracking 
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system to get both tracking and haptic feedback.94  The Leap Motion system is an “industry 

leading markerless hand tracking technology”95 which continues to improves its hand and finger 

tracking using an external sensor with 180 x 180 degree field of view, usually positioned on a 

head mounted display.96  This tracking technology is already being utilized by Vertex Solutions 

for an AC-130 Gunship crew trainer enabling the crewmembers to interact with switches in the 

aircraft,97 and was also tested by PTN as they were developing the program, but ran into issues 

with the tracking.98  The combination of the fingertip device and Leap Motion can be very cost 

effective, as the Leap Motion is a proven technology and the proposed fingertip device by Kim et 

al. is inexpensive99, but it still may not serve the purpose of the PTN program because of the 

possible bulkiness of the system. 

The traditional glove solutions usually provide both tracking and haptic feedback 

contained within the same unit.  The biggest constraint here is that gloves need to fit to the 

subject’s hand, so either one size adaptable to all or multiple sizes of the glove, which possibly 

drives up the cost of acquisition and development.100  The glove would be an addition to the 

current VR flight trainer setup with the HOTAS so students still have the feel of a stick and 

throttle, as this would be extremely difficult and bulky to simulate.  There are two traditional 

gloves, discussed by Perret and Vander Poorten in a recent conference paper, which look like 

they will mimic the wearing of traditional flight gloves in the aircraft, thus meeting the 

requirement to fit in the T-6A virtual cockpit without hindering the student’s movement.  The 

AvatarVR™ by Neurodigital Technologies uses Inertial Measurement Units (IMUs) for each of 

the fingers and the hand, and provides vibration spots for all five fingertips, three on the palm, 

and two on the back of the hand, giving both tracking and haptic feedback to the subject.101  The 

SensoGlove™ by Senso tracks the fingers and hands with IMUs and provides vibration feedback 
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under the last phalange of each finger, but also measures grip pressure.102  The benefit to each of 

these is they are already commercially available, and combine the hand and finger tracking with 

the haptic feedback into one device, but the downside is you need to have multiple sizes of the 

gloves available. 

Recommendations 

The PTN program is making huge strides in way the U.S. Air Force thinks about pilot 

training.  Incorporating hand and finger tracking and haptic feedback is the next logical step to 

increase the learning for the student pilots through the psychomotor domain.  Although they can 

be accomplished separately, the full advantage will not be seen unless the tracking and feedback 

is done simultaneously.  It will enhance the student pilot’s ability to perform at the mechanism 

and complex overt response levels of the psychomotor domain, using proprioception and 

kinesthesia in the virtual environment, which will translate directly to the real-world application 

of those skills.  Additionally, although a few different types of tracking and haptic feedback 

devices were introduced, more thorough research needs to be accomplished to determine what is 

the right mix of technology and commercial off the shelf technology. 

Additionally, the PTN model, with the tracking and haptic feedback incorporated, should 

be investigated for inclusion into the U.S. Air Force’s MWS training programs.  Incorporating 

this into both the Formal Training Unit (FTU) for initial and upgrade training, as well as 

continuation training for aircrew members at home station, is a way to possibly reduce the cost 

and the timeline of training and improves the learning potential of the student through the 

psychomotor domain.  Also, a VR flight trainer for an MWS is a lower cost option for pilots to 

knock to rust off or practice challenging scenarios they may on missions prior to actually flying 

the mission. 
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Conclusion 

The PTN program challenged the U.S. Air Force’s traditional pilot training paradigm 

using virtual environments and was successful in graduating its first class of pilots in 2018.103  

The lack of hand and finger tracking and haptic feedback is a limitation in the current design of 

the program and raises the question: should it be incorporated into the PTN program?  Through 

the course of this paper, we have looked at the benefits and drawbacks of hand and finger 

tracking and haptic feedback, as well as the associated learning theories.  Incorporating these into 

the program will increase the student pilot’s ability to learn in the psychomotor domain, through 

proprioception and kinesthesia, allowing the program to become more effective.  The exact 

technical solutions will come to fruition with more research, but the proposed solutions of a 

fingertip device with Leap Motion or a glove-like device are a good starting point. 
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Notes

(All Notes appear in shortened form.  For full details, see the appropriate entry in the 

bibliography.) 
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